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ABSTRACT
Since cryptocurrencies are becoming more widely used and accepted in the financial system, precise price forecasting is 
essential for optimizing bitcoin investments. In this research study, we evaluated various machine learning models, including 
linear regression (LR), decision tree regression (DT), random forest regression (RF), support vector regression (SVR), gradient 
boosting regression (GB), adaboost regression, extreme gradient boosting regression (XGR), light gradientboosting regression 
(LGBM), k-nearest neighbors regression (KNN), ridge, andlasso. Additionally, we incorporated two deep learning (DL) models, 
namely artificial neural networks (ANN) and convolutional neural networks (CNN), to forecast daily bitcoin prices (BP). The 
initial data was obtained from Kaggle, a well-known platform for data science projects, and we applied the min-max scaler 
technique for consistent scaling during preprocessing. To assess the predictive capabilities of the models, we utilized regression 
metrics such as root mean square error (RMSE), mean absolute error (MAE), and correlation coefficient (R). Based on our 
findings, the CNN model demonstrated the highest effectiveness in predicting BPs among the DL models, with an RMSE of 
0.0543, MAE of 0.0324, and an R value of 0.960. In the case of machine learning models, the RF model outperformed others, 
achieving an RMSE of 0.0246 and MAE of 0.0561.
Investors, scholars, and decision-makers may all gain from these findings’ insightful revelations about BP forecasting. 
Developing these models further, investigating different preprocessing methods, and expanding the analysis to other 
cryptocurrencies might be the main goals of future research.

Keywords: Blockchain, cryptocurrency, machine learning

for users (Wood, 2016). Custodial wallets, which alleviate 
key management concerns, are commonly used, yet there 
is limited research on the issues they pose for users. The 
first study (Financial Platform and News Website, 2008) 
investigating novice users’ perceptions of Bitcoin’s usability 
emphasizes the need for additional research. This work 
(Business Insider India, 2008) focuses on the challenges faced 
by new Bitcoin users and provides solutions to address them, 
addressing these unresolved issues.

 Digital currency’s roots trace back to Chaum’s 
untraceable payment mechanism from the 1980s, along with 
blind signature technology (Mikhaylov, 2019). The 1990s saw 
various developments in digital money payments, such as fair 
offline e-cash and untraceable offline cash (Mikhaylov, 2019). 
Still, these methods depended on trusted parties to prevent 
double-spending attacks. Strategies like B-Money (Chuen, 
2017) and Bit Gold (Chuen, 2017) later aimed to remove these 
intermediaries, but the adoption of decentralized consensus 
faced significant hurdles. A breakthrough came with Hal 
Finney’s “Reusable Proofs of Work” in 2004 (Corbet, 2021), 
using trusted computing as a backend. More recent efforts 
involve forecasting cryptocurrency price movements, like 

INTRODUCTION

Within the context of this study, previous research 
provides several insights that can be expanded upon 
(Sureshbhai, 2020). Due to the complexity of bitcoin 
systems, individuals often have misconceptions about their 
technological functioning, making them challenging to 
comprehend. Previous studies have extensively addressed 
the issue of key management as a significant problem for 
users (Sureshbhai, 2020). Custodial wallets, which eliminate 
the need for users to worry about key management, offer a 
means to interact with cryptocurrencies but require trust in 
the intermediary. However, limited information is available 
regarding the challenges faced by clients using custodial 
wallets (Mell, 2017). A study focusing on novice users’ 
perceptions of Bitcoin’s usability sheds light on the necessity 
for further research in this area (Begum, 2020). This study 
also examines the difficulties encountered by new bitcoin 
users and proposes potential solutions (Begum, 2020). The 
current article draws upon various findings from prior 
research. The complexity of cryptocurrencies often leads to 
discrepancies between users’ mental models and the actual 
technological processes. Key management has primarily been 
addressed in previous research, highlighting its complexity 
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Bitcoin prices (Aggarwal, 2019). Rather than handling all 
cryptocurrency data collectively, the proposed approach 
analyzes each cryptocurrency’s data separately. It employs 
ANN, CNN, and other ML models to leverage their unique 
advantages, aiming to create a comprehensive, accurate 
method for Bitcoin price prediction.

Literature Review
Numerous studies have applied diverse machine learning 

(ML) and deep learning (DL) algorithms to predict Bitcoin 
prices and identify influencing factors. Notably, LSTM 
models have shown strong performance (Jiang, 2019; Chen, 
2020). For example, a 2019 study (Jiang, 2019) reported an 
RMSE of 47.91, while a 2021 study (Carbó and Gorjón, 2022)
proposed an ensemble LSTM model yielding an RMSE of 
37.24. However, LSTM models have shown some limitations, 
such as failing to identify a positive link between gold prices 
and Bitcoin prices (Jiang, 2019). Other research has utilized 
advanced hybrid models such as WT-CATCN (Saadah, 2020), 
achieving a 25% improvement in accuracy with an RMSE of 
19.020, and a combined GRU and 1DCNN model (Wardak 
and Rasheed, 2022) that outperformed alternatives with 
an RMSE of 43.933, 3.511, and 0.00128. Twitter sentiment 
analysis was also found to correlate positively with Bitcoin 
price (Jiang, 2019). Another study (Chen, 2020) achieved 
95.7% accuracy and a 0.05 RMSE using LSTM. Furthermore, 
research has shown that various ML algorithms including 
decision tree and regression models (Rathan, 2019), XGBoost 
and SDA (Borges and Neves, 2020), as well as ensemble 
learning (Mallqui and Fernandes, 2018), can be effective 
in predicting Bitcoin prices. These studies underline the 
potential of ML and DL models in cryptocurrency forecasting, 
with room for further exploration and optimization.

METHODS

In this research study, we aimed to optimize Bitcoin 
investments by developing a precise price forecasting model 
with existing artificial intelligence algorithms. We evaluated 
a range of ML models. To incorporate DL techniques, we also 
utilized ANN and CNN. The initial dataset was obtained 
from Kaggle, a renowned platform for data science projects, 
and we applied the min-max scaler technique for consistent 
scaling during the data preprocessing stage. Throughout 
the study, we assessed the predictive capabilities of these 
models using regression metrics. The model used a multi-
stage methodology, which included preparing the data to 
standardize it for use with ML/DL algorithms. It made use 
of a variety of ML/DL approaches to build a forecasting 
framework that was precise and tuned for the dataset’s 
specific problems and characteristics.

Datasets Description
The dataset utilized in this research study provides 

valuable information on the price movements and trading 
activity of various cryptocurrencies. This rich dataset allows 
us to create reliable prediction models by examining the 
potential relationships or correlations between different 
digital assets. By combining multiple cryptocurrencies, we 
gain a deeper understanding of the Bitcoin market, adding 
complexity and generating a more comprehensive picture. 
To ensure the dataset is suitable for analysis, appropriate 
preprocessing procedures are implemented. One crucial 

Figure 1. Proposed model

preprocessing technique employed is the min-max scaler. This 
technique scales the data to a specific range, typically between 
0 and 1. By normalizing the data, it eliminates biases caused by 
variations in magnitudes between different features, enabling 
fair comparisons. The application of the min-max scaler ensures 
that the dataset is uniformized and ready for the subsequent 
modeling phase. The dataset used in this study presents a 
diverse and intriguing collection of historical price and volume 
data for four significant cryptocurrencies. By incorporating 
multiple digital assets and employing preprocessing techniques, 
we lay the foundation for developing precise and trustworthy 
prediction models for BP forecasting. This approach allows us 
to capture the complexities of the cryptocurrency market and 
enhance the ACC of our forecasting models.

  Figure 2. BitCoin dataset

The next step in the data preparation process is to split 
the dataset into training and testing sets. This division is 
crucial to evaluate the effectiveness and generalization 
capabilities of the prediction models. In this study, a 25:75 
split ratio is employed, where 25% of the dataset is allocated 
to testing and the remaining 75% is used for training the 
models. By splitting the data in this manner, a significant 
portion is dedicated to training the models, allowing 
them to learn patterns and relationships from a substantial 
amount of historical data. This enhances the models’ ability 
to make accurate predictions. The testing set serves as an 
independent dataset to assess how well the models perform 
when applied to new data. It provides an unbiased evaluation 
of the models’ prediction capabilities and their adaptability 
to novel situations. The 25:75 split ratio strikes a balance 
between having sufficient training data to adequately train 
the models and reserving a reasonable amount for testing. 
This ensures that the models can generalize effectively to 
new scenarios without being overfitted to the training data. 
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During the training phase, the models learn from the training 
set and adjust their internal parameters to minimize prediction 
errors. Their performance is then evaluated by comparing 
their predictions to the actual values using the testing set. This 
assessment process helps determine the precision, robustness, 
and applicability of the models in real-world scenarios. Moving 
on to preprocessing, it is the subsequent step in the data 
preparation procedure. Preprocessing involves transforming the 
data into a standardized format suitable for prediction models. 
One commonly used preprocessing technique is the min-max 
scaler, which normalizes the data. The min-max scaler rescales 
the values within a specific range, typically between 0 and 1. 
This normalization ensures that all features are on an equal 
scale, preventing any single feature from dominating the model’s 
learning process. By applying the min-max scaler, the values of 
the dataset are proportionally adjusted to fit within the defined 
range. This process ensures consistent scaling across all features 
while preserving the relative relationships between data points. 
Normalized data enables the models to effectively learn from the 
data and generate accurate predictions. Additionally, the min-
max scaler can handle outliers and extreme values in the dataset. 
By compressing the data into a narrow range, the influence of 
outliers is reduced, preventing them from negatively impacting 
the model’s performance. The preprocessing phase involving the 
min-max scaler is crucial for preparing the data before feeding it 
into the prediction models. It allows for efficient normalization 
of the dataset, enabling the models to learn from patterns and 
correlations in the data, leading to more accurate and reliable 
predictions.

Predictive Methods
The next stage in our methodology involves applying 

various ML and DL models to forecast daily Bitcoin prices. 
We evaluate a range of ML models, including LR, DT, 
RF, SVR, GB, Adaboost Regression, XGR, LGBM, KNN, 
Ridge, and Lasso. Additionally, we incorporate two DL 
models, namely ANN and CNN. Linear Regression is a 
simple regression method used to model the relationship 
between a dependent variable and one or more independent 
variables through a linear equation. Decision tree regression 
represents data using a tree structure and makes predictions 
of the dependent variable’s value by traversing the tree 
based on input features. Random forest regression improves 
prediction accuracy by using multiple decision trees and 
reducing overfitting. Support vector regression uses support 
vector machines to model linear or nonlinear relationships 
between data points. Gradient boosting regression enhances 
prediction accuracy by combining weak learners (usually 
decision trees) to make more accurate predictions. Adaboost 
regression is an ensemble method that boosts the performance 
of weak regression models by combining them. XGBoost is 
an optimized version of gradient boosting that offers faster 
and more efficient learning. LightGBM is a gradient boosting 
method optimized for speed and distributed learning. 
K-Nearest neighbors regression predicts values based on 
the average of the nearest data points in the feature space. 
Ridge regression is a linear regression method that adds 
L2 regularization to resist overfitting. Lasso Regression 
adds L1 regularization to linear regression, reducing 
unnecessary features and increasing model simplicity. 
Artificial neural networks are deep learning methods that 
model complex relationships inspired by biological neural 
systems. Convolutional neural networks are a type of artificial 

neural network primarily used for image processing and pattern 
recognition, employing convolution operations on input data. 
These models are selected based on their specific capabilities and 
suitability for addressing the challenges and characteristics of the 
dataset. By leveraging a diverse range of ML and DL techniques, 
we aim to optimize the ACC and predictive capabilities of our 
forecasting model for Bitcoin prices. This set of metrics evaluates 
the performance of encryption algorithms. These metrics include 
MSE, which measures the square root of the average “error” 
between the original and encrypted pixel values in images. The 
MSE equation (1) calculates the discrepancy for each pixel and 
averages them across the entire image. Another metric is RMSE, 
which estimates the size of the error between the expected and 
actual values. The RMSE equation (2) takes the square root of the 
MSE to provide a more interpretable measure of the error.

RESULTS

Utilizing the approach, we addressed the study goals 
mentioned in the first chapter in this work. After providing 
a general overview of the Cryptocurrency Prices dataset, the 
needs of the study were thoroughly explained. The experiment’s 
findings were then carefully examined and evaluated. After 
comparing several ML regressors, it appears that the RF 
provides the best performance with an MAE of 0.024609, RMSE 
of 0.056137, and R2 of 0.958287. The Random Forest Regressor 
therefore seems to be the most accurate model for this task, 
offering the lowest loss. In addition, it’s worth mentioning that 
DT and XGB also achieved commendable results with relatively 
low MAE and RMSE, and high R2 scores. This indicates a strong 
fit to the data and an ability to predict Bitcoin prices reliably. 
On the other end of the spectrum, the Lasso regression model 
did not perform well in comparison to other models, with a 
significantly higher MAE and RMSE, and a negative R2 score, 
which indicates a poor fit to the data. These results demonstrate 
the power of ensemble learning methods like RF and XGBoost 
in predicting volatile cryptocurrency prices such as Bitcoin, and 
underscores the importance of choosing the right model and 
tuning it correctly for predictive tasks in financial contexts.

Table 1. Loss values of different models for predicting cryptocurrency 
prices

Regressor MAE RMSE R2

Linear Regression 0.065311 0.107985 0.845651

Decision Tree Regressor 0.026540 0.069409 0.936232

Random Forest Regressor 0.024609 0.056137 0.958287

SVR 0.062093 0.083781 0.907090

Gradient Boosting Regressor 0.035017 0.066422 0.941602

AdaBoost Regressor 0.055780 0.080166 0.914934

XGB 0.026591 0.058331 0.954962

LGBM 0.029611 0.060188 0.952049

KNN 0.028625 0.059169 0.953658

Ridge 0.065359 0.107970 0.845694

Lasso 0.233261 0.274884 -0.000177
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Figure 3. ML comparison

The results provided are evaluation metrics of two 
different models, ANN and CNN which were presumably 
used for predicting Bitcoin prices. Starting with the ANN 
model, it obtained an RMSE of 0.09349, an MAE of 0.0612, 
and a correlation coefficient of 0.8842. These figures suggest 
a decent model performance, but there seems to be room for 
improvement. In comparison, the CNN model outperforms 
the ANN model on all three metrics. It achieved an RMSE of 
0.05437, which is considerably lower than the ANN model’s 
RMSE, suggesting a more accurate prediction. Similarly, the 
MAE for the CNN model is 0.03247, also significantly lower 
than the ANN model’s MAE, suggesting less absolute error 
in the CNN model’s predictions. The correlation coefficient 
of the CNN model is 0.960, closer to 1 than the ANN model’s 
correlation coefficient. This suggests that the CNN model’s 
predictions are more strongly correlated with the actual 
values.

Table 2. Comparative results ML/ DL

Model (Type) MAE RMSE R

Random Forest 
(ML)

0.024609 0.056137 0.958287

ANN (DL) 0.061200 0.093494 0.884297

CNN (DL) 0.032474 0.054376 0.960863

The graph depicted in Figure 4 compares the true values 
versus the predicted values of Bitcoin prices as predicted by 
the DL models, namely ANN and CNN. The figure shows 
two distinct curves, the red curve representing the predicted 
values from the models and the blue curve indicating the 
actual or true Bitcoin prices. From the visualization, it is 
evident that the red curve, which signifies the predicted 
values, consistently lies above the blue curve, indicating the 
actual values. This pattern reveals that both the ANN and 
CNN models, on average, predicted a higher Bitcoin price 
than the actual observed price. However, the fact that the 
predicted curve closely follows the trend of the actual curve 
indicates that these models have done a commendable job 

Figure 4. DL true vs prediction

in capturing the general pattern and movements of Bitcoin 
prices. The models were able to predict the direction of price 
changes accurately, even if the predicted prices were slightly 
higher than the actual prices.

DISCUSSION

In this study, traditional ML and DL models were used 
to predict Bitcoin prices. The Random Forest (RF) emerged 
as the best ML model, exhibiting robust performance and 
accuracy. However, CNN, a DL model, outperformed all 
with its ability to capture complex time-series patterns. 
Despite these promising results, there were limitations. 
The models were restrained by the historic data, which 
might not reflect future events or trends. Also, important 
external factors affecting Bitcoin prices weren’t considered. 
The performance of DL models could be enhanced with 
extensive hyperparameter tuning, not fully explored in 
this study due to computational limits. Future work should 
focus on model optimization, exploring diverse neural 
network architectures, and employing larger datasets for 
better prediction accuracy.

CONCLUSION

In summary, this study highlighted the effectiveness of 
various machine learning and DL models for Bitcoin price 
prediction. Among traditional machine learning models, 
random forest regressor stood out, while in the realm of DL, 
the CNN model outperformed the ANN model. The results 
underscore the potential of advanced analytics and predictive 
modeling techniques in navigating the complex and volatile 
landscape of cryptocurrency markets. However, a degree of 
caution is needed when interpreting the results due to the 
limitations of the study. Future research should focus on 
addressing these limitations, incorporating more external 
factors that affect cryptocurrency prices, and refining the 
models to better capture the nuances of cryptocurrency 
price fluctuations. The pursuit of more accurate and reliable 
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predictive models for Bitcoin prices remains a challenging yet 
important task for researchers, investors, and policy makers 
alike.
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