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ABSTRACT
Diabetes is one of the dangerous diseases that bring about abnormalities in blood sugar levels. Early treatment can mitigate the 
negative consequences of this disease. Machine learning algorithms can be leveraged to predict this disease at an early stage. 
In this study, a soft voting ensemble classifier approach combining random forest, AdaBoost and gradient boost algorithms is 
adopted to predict diabetes with the highest possible accuracy. The proposed method was tested on a publicly available dataset. 
The proposed approach predicted diabetes with 100% accuracy. As a result of the experiments conducted within the scope of 
the study, polyuria and polydipsia variables were found to be the most significant risk factors for this disease. The suggested 
approach outperformed similar studies in the literature.
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INTRODUCTION

Diabetes is a chronic disease characterized with abnormal 
levels of sugar in the blood. It may occur when insulin is 
not produced enough and cells are not sensitive enough to 
its action. The global statistics available indicate that this 
disease affected 529 people in 2021. Should the incidence 
of diabetes maintain its current rate, it is projected that 
1.3 billion people will be affected by diabetes in 2050. 
This situation underscores the prevalence and prominence 
of this disease as a global health problem (Ong et al., 
2023). Diabetes is characterized by several contributing 
factors and human errors that render the diagnosis of this 
disease complex. A blood test may not provide sufficient 
information for an adequate diagnosis of the disease. 
Generally, the initial symptoms of diabetes are so subtle 
that not even an experienced physician can identify them 
accurately (Alam et al., 2021). Diagnosing the disease at an 
early stage and identifying risk factors is crucial to address 
the increasing challenges in preventing diabetes and the 
barriers in managing the disease and its complications, 
as it has become a mandatory component of healthcare 
delivery worldwide.

Machine learning (ML) is a process of analyzing and 
mining data at a large scale (big data) to help discover 
knowledge. There has been substantial attention on 
ML and data mining approaches for the diagnosis, 
management and other associated clinical management 
of diabetes in recent years. By attaining high prediction 
rates, such algorithms can help physicians with accurate 
prognostic predictions based on patient clinical data and 

can be leveraged for diagnostics in new patient enrolments 
(Chaki et al., 2022). Furthermore, it is feasible to boost the 
performance of ML algorithms by implementing different 
methods. Ensemble learning (EL) techniques, which 
attempt to build models based on multiple classifiers 
instead of a single classifier, are one of the methods used 
to enhance model performance by compensating for 
the disadvantages of single classifiers. When multiple 
classifiers are applied together to train the input data, the 
actual predictions may outperform the result obtained by a 
single classifier (Mienye et al., 2022).

This study aims to predict diabetes disease and identify 
risk factors using a soft-voting ensemble learning model by 
leveraging a dataset generated following the risk factors of 
diabetes disease.

LITERATURE SURVEY

There are many studies in the literature on self-
management, automatic detection, diagnosis and self-
management of diabetes through ML algorithms. Laila 
et al. (2022) tested different ensemble ML algorithms to 
predict risk factors in the early stage of diabetes disease. 
Experiments were performed on a dataset collected from 
the UCI repository of several datasets comprising 17 
risk factors. The random forest (RF) algorithm attained 
the highest prediction rate with 97% accuracy. Dutta et 
al. (2022) sought to predict diabetes at an early stage by 
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proposing a model that addresses ensemble learning. The 
study leveraged methods such as missing value imputation, 
feature selection and k-fold cross-validation to ready the 
dataset for classification. The prediction model attained 
an accuracy of 73.5% and an AUC of 0.832. Rahman et al. 
(2023) suggested a ML-based approach for the prediction 
of this disease using socio-demographic attributes. RF 
algorithm yielded a higher prediction rate with 99.36% 
accuracy in comparison to other methods. The SHAP 
analysis was used to identify variables that are associated 
with diabetes risk. Al-Haija et al. (2022) conducted a study 
including a comparative analysis of various classifiers to 
analyse the risk factors of the disease. The study used a 
dataset with different symptoms, known as Diabetes Risk 
Prediction. The Shallow neural network (SNN) method 
attained an accuracy rate of 99.23%. Sen et al. (2023) 
attempted to predict this disease using decision tree-
based ensemble learning models. The Extra Tree method 
yielded the highest prediction rate with 99.2% accuracy. 
Gundogdu (2023) introduced a model that blends the 
XGBoost algorithm and RF feature selection. As a result 
of the study, the suggested method attained an accuracy 
of 99.2% and an AUC of 0.993. Bhat  et al. (2023) tried to 
predict diabetes disease using different ML algorithms. 
The Pima Indian diabetes dataset of 768 patients from the 
UCI was employed. As a consequence of the experiments, 
the decision tree technique performed the best with an 
accuracy rate of 91%. 

PROPOSED METHODOLOGY

In this study, a soft voting ensemble classifier is used to 
classify diabetes as positive and negative. Figure 1 presents 
the proposed ensemble architecture.

Dataset

The dataset employed in this study was produced by Islam 
et al. (2020) and can be retrieved from the UCI machine 
learning repository. It is made up of data collected from 520 
patients at Sylhet Diabetes Hospital in Sylhet, Bangladesh 
through a questionnaire survey. Of the 520 patients, 
320 were positive and 200 were negative. The dataset is 
organized into 16 attributes including symptoms related 
to diabetes. All features except age have categorical values 
such as Yes/No. These features are tabulated in Table 1.

Data pre-processing

Data pre-processing is a crucial step in converting data into a 
handy and productive format that can be ingested into a ML 
algorithm (Garcia et al., 2016). Firstly, it was checked whether 
there was any missing data in the data set, and it was seen 
that there was no missing data in the data set.   Then, the yes/
no categorical values in the data set were converted into 0 and 
1 numerical values by one-hot encoding method.

Model Architecture
The suggested method involves a soft voting ensemble 
classifier including random forest (RF), gradient boost (GB) 
and AdaBoost algorithms. 

•	 Random Forest (RF): This model seeks to enhance the 
classification value in the classification process by creating 
more than one decision tree.   In the  model,  the highest-
scoring decision tree  is selected  among the independently 
considered decision trees  (Breiman, 2001).

•	 AdaBoost: This model is a boosting algorithm that aims to 
obtain stronger learners through progressive fusion using 
multiple weak learners. The algorithm works by iteratively 
training weak learners and assigning higher importance to 
erroneous cases resulting from previous classifiers (Sevinc, 
2022).

•	 Gradient boost (GB): This model adopts the gradient 
boosting technique to transform weak learners into strong 
learners. Each new decision tree created in the algorithm is 
based on  the principle of minimizing  the errors calculated 
in the previous tree. In the algorithm, a prediction is initially 
derived with the generated decision tree. The difference 
between the prediction and the target is calculated. In each 
new iteration, a new tree is formed with the calculated 
difference. As a result, the aim is to zero the difference 
between the prediction and the target (Aziz et al., 2020).

•	 Soft voting ensemble classifier (SVE): The EL algorithms 
are methods that aim to bring together different classifiers 
called individual learners and can provide successful results 
in predictive studies. The SVE method is a flexible, easy and 
powerful EL approach that can yield high performance in 
classification problems. It classifies the input data according 
to the probability of all predictions generated by the 
different individual classifiers. This method seeks to sum the 
prediction probabilities produced by the individual models 
for the class labels and to predict the class label with the 
highest probability (Ruta et al., 2005).

Figure 1. Suggested model architecture

Table 1. Features information of the dataset
No Features Range
1 age [20-65]
2 gender Male, Female
3 polyuria yes, no
4 polydipsia yes, no
5 sudden weight loss yes, no
6 weakness yes, no
7 polyphagia yes, no
8 genital trush yes, no
9 visual blurring yes, no
10 itching yes, no
11 irritability yes, no
12 delayed healing yes, no
13 partial paresis yes, no
14 muscle stiffness yes, no
15 alopecia yes, no
16 obesity yes, no
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RESULTS AND DISCUSSION

The SVE model combining AdaBoost, RF and GB algorithms 
was utilized to predict diabetes risk. For the training and 
testing process, the dataset was randomly subdivided into 80% 
training data and 20% test data. To determine the optimum 
hyperparameters of the ML algorithms, hyperparameter 
tuning was conducted with the GridSearchCV procedure in the 
Sklearn library (Pedregosa et al., 2011). Table 1 illustrates the best 
parameter combination resulting from the grid search.

Accuracy, precision, recall and F1-score performance metrics 
were adopted to evaluate the robustness and efficiency of the 
algorithms, respectively. Table 2 presents the performance of 
the individual classifiers for the prediction of diabetes. When 
the results were analyzed, the RF algorithm attained a better 
prediction rate than the other models with 97.6% accuracy, 
98.45% precision, 96.88% recall and 97.66% F1-Score.

The SVE approach was utilized to improve the performance 
of the individual classifiers and provide an efficient prediction 
rate. Figure 2 shows the confusion matrix of the proposed 
model for correctly or incorrectly predicted diabetes. The 
SVE approach correctly classified all positive and negative 
examples in the dataset.

The comparative analysis graph of the individual classifiers 
and the proposed SVE approach to diabetes disease prediction 
is presented in Figure 3. The SVE technique enhanced the 
performance of the individual classifiers and attained 100% 
accuracy.

Table 2. The best hyperparameters of ML algorithms
RF AdaBoost GB

n_estimators=200 n_estimators=100 n_estimators=200

max_depth=50 learning_rate=0.01 learning_rate=0.1

random_state=42 random_state=42 random_state=42

In addition to classification, ML algorithms can measure the 
relative importance of each feature in a dataset. Figure 4 depicts 
the feature relative scores of RF, AdaBoost and GB algorithms 
for the diabetes dataset.  Accordingly, all three algorithms 
considered polyuria and polydipsia considered as the most 
significant risk factors for diabetes mellitus. Polyuria is defined 
as excessive urine secretion and polydipsia as excessive thirst. 
The studies in the literature on the risk factors of diabetes 
mellitus indicate that polyuria and polydipsia are the most 
prominent risk factors as reported in this study (Pawar et al., 
2017; Sekowski, 2022). The presence of polydipsia and polyuria 
may indicate elevated blood sugar levels in the body. It is vital to 
control blood sugar to prevent any health complications that 
may arise from this condition  (Balaji, 2019).

Table 4 shows the classification performance of the 
proposed prediction model for the prediction of diabetes 
compared to the studies conducted in the literature using 
the same dataset. After the comparisons, the proposed 
model achieved a high prediction rate compared to similar 
studies in the literature.

Table 4. Comparison of the suggested model with similar studies in the 
literature
Study Model Accuracy (%)
Laila et al. (2022) RF 97.00

Sen et al. (2023) Extra Tree 99.20

Gundogdu (2023) XGBoost 99.20

Rahman et al. (2023) RF 99.36

Suggested Model SVE 100

Figure 2. The confusion matrix of suggested soft voting classifier

Figure 3. The comparison of individual classifiers with the suggested soft 
voting classifier approach

Table 3. Prediction results of the models according to performance 
measures
Models Accuracy Precision Recall F1-score

RF 97.6 98.45 96.88 97.66

AdaBoost 95.92 97.28 96.49 96.88

GB 97.12 98.44 96.88 97.66

Figure 4. The feature relative scores of diabetes
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CONCLUSION

Diabetes can affect many people dangerously today. Early 
diagnosis can mitigate the consequences of this disease. The 
method proposed in this study has achieved remarkable 
results in predicting diabetes. In addition, the variables of 
polyuria and polydipsia, which are selected to be the most 
significant risk factors of diabetes, are consistent with the 
studies in the literature. Investigating the effectiveness of 
deep learning algorithms for diabetes prediction is planned 
in future studies.
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